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1. Abstract

This paper introduces a reliable and accurate real time automatic questionnaire votes localization counting and statistics.  The document real time reading process transforms information recorded on paper in real time into digital formats using a creative web cam and Matlab image acquisition toolbox. The snapshot of each questionnaire is then tracked for extracting the information (votes and control points marks) included in each digital form questionnaire. 
The marks tracking scheme consists of four modules. The first is an image processing module. This module makes a color and shape based segmentation to find the pre-specified marks shape position (square for the control points and circles for the votes). The second one is a classification -based module to match the detected marks position to predefined training positions using the nearest neighbor classification process. The third module is a geo-referencing module to transform the detected marks coordinate system to base points coordinate system. The fourth module is a statistical based module to perform the statistics and bar graphs for the votes. 
Experiments conducted with a variety of questionnaires show that our scheme can detect and track marks representing the votes robustly with high productivity, quality and speed document marks tracking and archiving services and with complete freedom from personnel management and count concerns
2. Introduction
One of the requirements of Quality Assurance of the Academic Institutions program is to establish a quality education system that provides learning experience relevant to current and future needs for Egyptian education institutions development. This could be achieved through an internationally recognized evaluation mechanism through an independent, natural and transparent framework. 
One of these evaluation mechanisms which give an appropriate feedback that supports the institution resources assessments is the questionnaires.  Students' questionnaires could identify and collect data needed to evaluate the achievement and determine the action to be taken. This will ensure quality, continuous development and efficient performance of any education institution. 
Manual evaluation process through data collection, reviewing and analyzing the results and making a determination of the value of findings and action to be taken is very tedious, time consuming and not accurate.
 In this work, an algorithm is proposed to detect, track and locate the marks at students' questionnaires automatically through a real time digital image analysis in a four modules algorithm.
The first modules, is the image processing module that uses a sequence of image enhancement, background estimation and elimination from the gray level image using morphological operations, shape search for the square control points and circular voting points.
The second module, as I'll discuss later is the classification module which uses nearest neighbor classification to determine to which groups of known grid point's coordinates each tracked round marks are probably belong? 
The third module is the image registration (geo-referencing) module, at which the scaling, orientation, and placement of the square marks on the paper are determined. The input points (photo coordinates) will be the detected square marks coordinates and the base points (control points) will be the known paper coordinates of these square marks centers.
The fourth module is a statistical based module to perform the statistics and bar graphs for the students' votes on each questionnaire item.
Figure 1 shows the proposed questionnaire design, the twelve square control points used for the registration process and the round voting circles which will be used for voting.
There are twenty two items the students are voting for. The first eight concerns with the lecture and lecturer, the second eight are for the sections and the tutor; the last six items are for the surrounding environment and student affaires. The first sixteen items are supposed to be voted for under each term subject, the last six items are voted for one time only. Each item takes one of four votes either extremely agree, agree, disagree or completely disagree. I.e. the student should mark one of these four grades under each subject. Figure 1 shows the designs of the proposed questionnaire with the circular shapes are used for voting , the black square marks are used as control points and the two black circular dots at the first row is the paper code. 
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Figure 1: Questionnaire design
3. Detection algorithm Modules

3.1 The image processing module

This module consists of two phases namely the image acquisition and image processing phases. The acquired images using a web cam for each questionnaire are converted to grayscale image. The image is then subjected to an image enhancement process to adjust the intensity values in grayscale image to increase the contrast of the output image. Figure 2 shows an acquired image of a sample filled questionnaire after enhancement.
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Figure 2: Grayscale image after enhancement

 Figure 2 shows a sample filled questionnaire image that the image has some background areas' color (white) appear like a foreground ones (black). This is due to the resolution of the camera and the shade from the zooming frame surrounding the lens which makes the illumination is brighter at the center of the image than at the image corners. To evening out the image illumination the background illumination should be modeled before processing that help achieve better results in the statistics calculation because it eliminate some non potential features. 
The morphological opening operation is used to estimate the background illumination. Morphological opening is erosion followed by dilation, using the same structuring element for both operations. The opening operation has the effect of removing objects that cannot completely contain the structuring element [4, 5]. 
Figure 3 shows the acquired image with a more uniform Background after subtracting the background image from the original image.
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Figure 3: The acquired Image with Uniform Background

3.1.1 Thresholding the image’s colors

Since we deal with the segmentation of marked circles grayscale color from the empty circles and text grayscale colors, a threshold value to the filled marks grayscale level is chosen to convert the image to binary. This threshold value should be chosen carefully to avoid broken marks or merging in a group of marks and should also fully represent the filled circles, if they are not completely filled. Figure 3 shows the resulting black and white image after the thresholding process
[image: image4.png]veens
weer o

eaamaan

wreenan





Figure 4: Black and white image after thresholding
3.1.2 Square control points segmentation
The twelve control square control points in the image whose fixed grid coordinate are known will be segmented to be used in the image registration process later on. The image opening process will be used again with a 10 pixel square structuring element to remove all the circular and text objects from the image, and maintain the square objects only.
A clear border objects could be achieved by eliminating structures that are connected to any mark image border. The output image as shown at figure 4 will only contain any square object has a size greater or equal the structuring element size. The center of mass coordinates relative to the image coordinate system of each detected square is then determined and saved as the photo (input) coordinates of these control points 
The labels of these segmented squares exist at a black and whit matrix (label matrix) has the same size as the image matrix. Pixels equal to 0 represent the background, pixels equal to 1 represent the first object, and pixels equal to 2 represent the second object, and so on. The labels itself are according to which object appears first while searching for the 1's pixels in a column wise search. Figure 5 shows the order (numbers inside rectangles) by which the square control points are detected (notice the location of points 3 and 4).

This means that the detected squares centers might not follow a systematic order (labels) which will affect the atomization of the algorithm. This randomness in the labeling process is due to the rotation and distortion of the image as shown at figure 4. For this reason a classification process should be applied to let the labels follows a specific (predefined) order as will be shown in item 3.2.
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Figure 5: The segmented twelve square control points
3.1.3 Voting circles segmentation

To segment the voting marks both black and whit images figure 4 and figure 5 are cropped to the x and y limits of the detected control points. Image subtraction between these two cropped images is then used to remove the twelve squares from figure 4.  An image opening process is then used for the third time to the resulting black and white image with a 2 pixel circular structuring element to remove any objects except the circular objects. The center of the containing polygon of each circular object is then determined as shown in figure 6. Notice the disappearance of the mark at item #11 (shown with a square) for the first subject. This is because, either its area is less than the area of a two pixel's diameter circle area or it is deliberately unmarked. 
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Figure 6: Detected circular objects (Votes)

3.2 Classification module
As mentioned above, the control points (Sample points) labels are randomly ordered, it needs to be classified according to a systematic order grid points (Training points). The training grid coordinate are computed using minimum and maximum x and y coordinates of the detected centers and take labels as shown by bold numerals in figure 7.
The nearest neighbor classifier is used to classify the rows of the Sample control points (boxed numerals) into groups, based on the grouping of the rows of Training grid points. Group is a vector whose values define the grouping of the rows in Training. The result is a Class vector which indicates to which point at the training grid points each point at Sample points has been assigned to. The Euclidean distance is used for this purpose. 
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Figure 7: Control points and training points

3.3 Image Registration Module
The objective of image registration is to bring the input image coordinate system into the base points' coordinate system by applying a spatial transformation to determine the spatial transformation parameters (translation, rotation and scale factor) needed to bring the images coordinate system into alignment with base points' coordinate system. This process is very sensitive to image rotation for this reason the image should not be extremely rotated during capturing. 

The classified control points' photo coordinates is used as input image coordinates and their respective grid (26 rows by 32 columns) coordinates are used as the base coordinates or reference coordinates during the spatial transformation process. The resulting votes marks (square marks) transformed to the grid coordinate system are shown in figure 8

To transform the spatial coordinates to row column representation to each detected mark, a nearest neighbor classifier is used again. The sample points are the detected vote's marks position and the training sets will be the grid points coordinates. The resulting class vector contains the number represents to which grid point each detected mark belongs. The result of this classification process is shown in figure 9 after deleting the four rows at which the control points are placed.
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Figure 8: Resulting approximate detected marks relative to the 12 control point's coordinate system
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Figure 9: Row and column representation of the detected marks
3.4 statistical Module
At this module, successive questionnaire votes are saved in a three dimensional array. Each layer in the third dimension represents a questionnaire. So if n students make voting, a 22x32xn matrix will be formed.
The statistics are implemented using a graphical block-diagram approach. These types of graphs are useful for comparing results from different data sets, and showing how individual elements contribute to an aggregate amount. Figure 10 shows a representation of a sample of eight questionnaires on one sample subject (Map projection). Figure 10 left represents the voting on the item relevant to the evaluation of lectures and lecturer and figure 10 right represents the voting relevant to the evaluation of  the sections and tutor. Each subplot is titled by the subject name and number in the data base, number of the item voting for and the sample size this specific item statistics is performed 
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Figure 10 sample output of the questionnaire statistics
4. Conclusions

This paper presents a real time system to localize and count questionnaire marks automatically using image acquisition, image processing and a two-stage classification approach. In the first stage the acquired image for each questionnaire is subjected to image enhancement, background color model estimation using image opening and an appropriate structuring element. The search for the possible candidates of either the twelve square control points or the circular voting marks is done by applying image opening using also an appropriate structuring element for each case. The statistical nearest neighbor classifier is used two times. The first time for labeling the control points if their labels are not by the same order of the saved control points, the second time to classify to which points in the 22x32 grid points the detected circular voting marks are closest to. The results show 98.9% recognition rate for the circular voting choices is performed. All of the 1.1 % not recognized marks are because either their areas are less than the area of a two pixel's diameter circle or are deliberately unmarked. This shows the importance of editing the questionnaire if all the votes are required to be represented.
The main recognition errors experienced were due to abnormal rotations or distortion of the acquired image. The distortion depends on the lens and the rotation is due to either the rotation of the web cam or during printing the questionnaires. Abnormal rotations or distortions caused the marks to be classified into a wrong group resulting wrong localization of the voting marks. 
Future work could be directed towards the generalizing of this algorithm for more application like final exams, years' marks and any general public elections to achieve better, accurate and fast counting of these purposes. 
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